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#1 Shift in All Primary Data to Flash will Transform the
Disk-Based Industry

#1 IBM led the market in

I B M capacity shipped with 170
All-Flash PB of flash sold in 20153

$5 . 6 B : apacity shippeg

revenue forecasted in 2019*
(Up from $2.5B in 2015)

29.2%

Revenue CAGR!
(compared to -12.8% CAGR for
disk storage systems)

3D NAND, Vertical Design e

IBM led the market in
capacity shipped with 62 PB
of flash sold in 20142

1IDC, Worldwide and U.S. Enterprise Storage Systems Forecast Update, 2015-2019; November 2Gartner, Market Share Analysis: SSDs and solid-State Arrays, Worldwide, 2015; May 2015.

2015. 3Gartner, Market Share Analysis: SSDs and solid-State Arrays, Worldwide, 2015; May 2016. IBM Systems



* Exabytes

#2 Cloud Object Storage for explosive growth in
Unstructured Data

Problem - Traditional and Legacy Storage Designed for Transactional, Not Unstructured Data

120 +

100 -

80 -

60 -

 I———

IBM Spectrum Scale
SOLD more than 27,000TB

in 2015 in Thailand

Unstructured Data

2010 2011 2012 2013 2014 2015
*1 exabyte = 1,000 petabytes =1 million terabytes = 1 billion gigabytes

2016 2017

Source: IDC

Unstructured
data growth of

60-80%

per year
creates
Web-scale
storage needs




#3 Shift in the Value from Storage to Data
Virtualization enabling Cognitive Era

Software Defined Storage (SDS)
Free Data from Constraints of

Hardware

eReEStore
Everywhere

IBM Systems




#4 Hybrid Cloud to Reduce Cost, Improve Efficiency

More than 50% of IT spending will

ReEFroniss Off-Fromise be cloud-based by 2018
L
L
: . Hybrid Public . o .
. More than 80% of enterprise IT organizations will
- commit to hybrid cloud
Traditional Hybrid Cloud architectures by 20171

DataCenter DataCenter

Source: IDC FutureScape: WorldWide Cloud 2016 Predictions — Mastering the Raw Material of Digital

Source: IBM Institute for Business Value, New Technology, New Mindset, 2015 Transformation

IBM Systems 5



Breakthrough Architecture for Extreme Performance

IBM FlashCore™ Technology

Hardware Accelerated|/O

IBM MicroLatency™ Module

Advanced Flash Management

© 2016 IBM Corporation IBM FlashSystem 6



IBM FlashCore™ Technology

IBM MicroLatency™ Module

Canister-1

* Massively Parallel Design

* FPGAs in the Data Path

* High Speed Interface

* Hardware-based Data at Rest Encryption

Advance Flash Management

Hardware Accelerated I/O

« Hardware RAID IBM Enhanced Micron Technology

IBM Variable Stripe RAID™
IBM Engineered ECC

IBM Optimized Overprovisioning

Advanced Wear Levelling —_—
Write Buffer & Hardware Offload 1
Garbage Collection

Non-disruptive (concurrent) code load

* Non-blocking Crossbar Switch
* Hardware Only Data Path
* Hardware redundancy

Protection Within And Across

Flash Modules By 2D Raid



FlashSystem’s Variable Strip Raid (VSR) Only in

ANAMUNU  LHNANAN

FlashCore

VSR - 2D Raid

G 14 &
EEC 3T

© 2016 IBM Corporation IBM FlashSystem 8



IBM FlashSystem Tier 1 Guarantee

Performance: - Endurance: 7 year 24x7 Support:
lBI\r/If l\r/lrlﬁr(:lLatenCy Flash memory will be Up to 7 years support available
petioimance covered for read/write with optional price protection and

flash media retention offerings
NEW Enterprise Class Services

endurance while you
are under warranty or
maintenance

Peace of Mind:
No Charge, Complimentary IBM
services for all Tier 1 opportunities.

Data Reduction:
Flexible —up to 5:1 storage efficiency
savings, based on Comprestimator results

NEW Estimate-free = sight unseen 2:1
guarantee for rapid workload deployment




Introducing IBM’s premier all-flash offering

IBM FlashSystem 900
the next generation in our lowest latency offering

* Improved integration with VMware VASA and VAAI UNMAP, OpenStack Cinder Minimum latency
* Enterprise NAND flash offering and Flash Wear Guarantee

Maximum IOPS 4 KB

e — Read (100%, random)
Tﬂ:ﬂf’f — =111 » ' l Read/write (70%/30%, random) 800,000
| | ‘ | | ﬁ I Write (100%, random) 600,000
Read (100%, sequential) 10GB/s
Write (100%, sequential) 4.5GB/s

Module type 1.2TB 2.9TB
BT /7 ¢ & 10 12 6 8 10 12 6 8 10 12

Useable capacity 22 45 68 9.1 114 114 17.1 228 285 228 342 456 57.0

Key Workload for FlashSystems

Big Data,
SCitL i OLAP, ERP, . Virtulization, VDI

(Oracle, MS SQL, DB2, Analytic, SAS,

SAP HANA Mac Air Experience
etc) S Oracle Exadata

© 2016 IBM Corporation IBM FlashSystem 10



IBM Ranked #1 External Flash Array in 2014, 2015

ﬁ:—;v ; ,/‘ \ stal

'ear

Thailand 2015 =
>1.2P8 = BN

SSA unit shipments &
petabytes delivered

with 33% of the total All-Flash Amray
market capacity

*Calculations by IBM based on Gartner Report: Market Share Analysis:
SSDs and Solid-State Arrays, Worldwide, 2014

© 2016 IBM Corporation IBM FlashSystem 11



Delivering Real-time

xclusive / Made with IBM systems
dea: nalns wisdnan?
o gda

nalytic for Mobile Biz

FlashSystem 900

Solution One

Digital Business

made with
udnnNssuNFEngn dnoudsSe

5-600Million SMS transaction
In minutes

. riaunalnasivevululanssio NoyiovasnowdIse
AavlulgnASavAoiavwaus:naunisdaquudnsall

n1sfionsevinSoviiossiioAnsaUs:ansnw awsnasy
nidentrfuanaAn IBunUsSnuniAuanAlG 1

Sinfie 80-90 Anuwef FnnguAsgnAteaing
suIar efaFuning

oo JF

asnyanMwulAAuanA1 gounuiefivUs:ansniwnaz
AoWIAIUSsUTUNISINGVULINBIVUTUBUNAR

Tunslidne desdudsiignidsans
wnfige uenidu
fAndaTiuteds

narduiaiieundiu

fs 145% Miligsaudnaned
Service (VAS) uulnzdm;
wasWiarudtAglunndlydued
mealulagiu urueuland
“prwila weBurmm unz

Friansl

dndyRunsnapdduiantnuiedu
Weahainilansumieguiannnes
3 4 4

anin | in 15D suftusiredeiilud 2543

© 2016 IBM Corporation

N Fodparnin e e
anén-
imvearutseeniddu s &

bile Marketing) 13n17ABMINL
Lt

duszneu
sislutrznainous:

ulnsning

U

10X Analytic time
from10hrsto 1 hr

IBM FlashSystem
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Introducing IBM FlashSystem

e Purposely-built for cloud
e Performance-built for flash
e Extreme Data Deduction




FlashSystem A9000/A9000R : best-in-class resources to solve
customers’ most critical hybrid cloud challenges

PERFORMANCE

Field-proven IBM FlashCore™

4 i technology drives consistent
Built with / MicroLatency \ e
\I DATA SERVICES
)

Integrated data services, based PARALLEL ARCHITECTURE
on /FM Spec?r um Accelera te, Grid capabilities, originally pioneered by
IBM provide security and protection IBM X1V, make scaling simple and easy
Spectrum
Accelerate

IBM Design ) IBM Research
€SIgN . ipLE MANAGEMENT FLASH-OPTIMIZATION USR]

' ) ) IBM Research optimized reduction
%) o The innovative new interface has features, like deduplication and 3
) earned 20 patents, and is based on compression, for the speed of flash 9, ° N . o5

= the award winning XIV GUI and .
extensive customer feedback / .

© 2016 IBM Corporation IBM FlashSystem 14



Flash-optimized data efficiency suite optimizes economics
Enduring economics

Data reduction & efficiency capabilities are flash-optimized for sub-millisecond performance

I nt ro d u C i n g SPACE-EFFICIENT

SNAPSHOTS

“Effective Capacity” =

=]
D

5x space efficient

© 2016 IBM Corporation IBM FlashSystem 15



The interface is designed to do the work for you
Dynamic performance

Search in Seconds:
No more sorting; instantly
search on any parameter
or condition

Highlight What Matters:
Build your own views to
quickly zero in on what

matters most to you

Monitor Real-time:
Assess performance in
real-time with integrated,
live statistics for data-
driven decision-making

Volume Mapped: No Free Size >300GB

Volumes Capacity
David Gilmour 1] T pe—
Christopher Srith 85%

Roger Waters 43%

David Smith 12%
Micahel Dor 45%
Malki_01 23%
Brenton Smith 13%

David Faith 45%

Julie Hen 76%

Has Snapshot: Yes \ 7 |

Size

34.4 GB

23.7 GB

35.0 GB

23.4 GB

23.5 GB

56.6 GB

67.7 GB

B67.7 GB

125 GB

© 2016 IBM Corporation

5 Volumes Statistics:

Range | ~

Octopus
Nevigation

R G EHwewm

Mirroring

Mapping [ &2

Parents &
Migratios
snapsiot | © igration

Manage On-The-Go:
From mobile to tablet to
desktop, it’s all at your
fingertips in one page

Simplify Status Checks:
Quickly glance at the
mini-dashboard for easy
visual monitoring

Update with One Click:
See something, do
something; use the

dashboard to quickly take
action when needed

IBM FlashSystem 16




IBM Spectrum Accelerate

— T I
Self-Tuning it §§: : Efff
- SSESEEEESE
: - S
Self-Healing e
: Out-of-box
Rapid Deplo ! .
gRICIEE DY Zero Touch data reduction
Cloud Ready QOS, Multi-Tenant, HyperScale
Easy Integration qu & vmware- ,g Existing Infra




Introducing IBM FlashSystem A9000/A9000R

A highly parallel all-flash platform for the cloud-scale business into cognitive era

EFFICIENT SCALABLE

FEATURE-RICH FAST
SECURE CONSOLIDATED

MNumber of Effective Capacity'”  Effective Capacity'™

with 12x5.7TB
grid elements Microlatency
Modules

Replication
HyperScale

S

with 12x2.9TB
Microlatency modules

2 600 TE I00TE
3 Q00 TB A50TE
1.2 T8 flash 2.9 T8 flash 5.7 T8 flash g 4 1,200 1B 00 T8
) 5 1,500 TB J50TE

enclosure enclosure enclosure a
8 5] 1,800 TB Q00 TE

250 microlatency

250 microlatency

18
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Grid-scale ensures reliability and consistency
Dynamic performance 1]

Data spread across grid

Completely automated Oracle U 1
»'
No Pre-Planning >
VMware —
4 ~_
Automatic load _—
balancing
—
ERP - R
— E
S i

Linear scalability

© 2016 IBM Corporation IBM FlashSystem 19



The IBM Spectrum Accelerate EcoSystem* (SOD)
IBM's broadest enterprise storage vision

Flash Optimized to Capacity Optimized to Software Defined
Available on-premise, off-premise and in hybrid configurations

Management Interfaces - GUI, REST, CLI
Integration - VMWare, HyperV, Openstack
IBM Hyper-Scale Manager

IBM FlashSystem IBM XIV Gen 3 IBM Spectrum Accelerate IBM Spectrum Accelerate
A9000 running on customer-HW running on Cloud

© 2016 IBM Corporation IBM FlashSystem 20



IBM FlashSystem Portfolio

Designed fo
hybrid cloud
With Flash
Optimized

[T

FlashSystem

Versatile Performance  EXxtreme Performance
for critical application

Dynamic Performance
for mixed workloads :
acceleration

Dynamic Performance
for data at scale

for data intensive workloads

21

IBM FlashCore Technology
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